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ABSTRACT
We describe the way to get benefit from broad cultural
trends through the quantitative analysis of a vast digital
book collection representing the digested history of humani-
ty. Our research work has revealed that appropriately com-
paring the occurrence patterns of words in some periods of
human literature can help us to accurately determine the
semantic similarity between these words by means of com-
puters without requiring human intervention. Preliminary
results seem to be promising.
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1. INTRODUCTION
It is widely accepted that the meaning of words evolve

over time. However, it is still unclear if word occurrences
in human literature along the history can be meaningful in
computing word semantic similarity. By semantic similar-
ity measurement we mean the research challenge whereby
two terms are assigned a score based on the likeness of their
meaning. Automatic measurement of semantic similarity is
considered to be of great importance for many computer
related fields since a wide variety of techniques. The rea-
son is that textual semantic similarity measures can be used
for understanding beyond the literal lexical representation
of words and phrases. For example, it is possible to auto-
matically identify that specific terms (e.g., Finance) yields
matches on similar terms (e.g., Economics, Economic Af-
fairs, Financial Affairs, etc.). This capability of understand-
ing beyond the lexical representation of words makes se-
mantic similarity methods to be of great importance to the
Linked Data community. For example, the ontology align-
ment problem can be addressed by means of methods of this
kind.

(c) 2016, Copyright is with the authors. Published in the Workshop Proceedings
of the EDBT/ICDT 2016 Joint Conference (March 15, 2016, Bordeaux, France)
on CEUR-WS.org (ISSN 1613-0073). Distribution of this paper is permitted
under the terms of the Creative Commons license CC-by-nc-nd 4.0

The traditional approach for solving this problem has con-
sisted of using manually compiled dictionaries to determine
the semantic similarity between terms, but an important
problem remains open. There is a gap between dictionaries
and the language used by people, the reason is a balance
that every dictionary must strike: to be comprehensive e-
nough for being a useful reference but concise enough to be
practically used. For this reason, many infrequent words are
usually omitted. Therefore, how can we measure semantic
similarity in situations where terms are not covered by a
dictionary? We think Culturomics could be an answer.

Culturomics consists of collecting and analyzing data from
the study of human culture. Michel et al. [8] established
this discipline by means of their seminal work where they
presented a corpus of digitized texts containing 5.2 million
books which represent about a 4 percent of all books ev-
er printed. This study of human culture through digitized
books have had a strong positive impact in our core research
since its inception. In a previous work [7], the idea of word
co-occurrence in human literature for supporting semantic
correspondence discovery was explored. Now, we go a step
further beyond with a much more complete framework be-
ing able to improve our past results. Therefore, the main
contributions presented in this work are:

1. We propose to use culturomics for trying to determine
the semantic similarity between words1 by comparing
their occurrence pattern in human literature by means
of an appropriate statistical analysis.

2. We evaluate a pool of quantitative algorithms for time
series comparison to determine what are the most ap-
propriate methods in this context. These algorithms
are going to be applied on some statistical transforma-
tions which can help to reduce noise.

3. We try to determine what is the best historical time
period for computing semantic similarity using human
literature.

The rest of this paper is organized as follows: Section 2
describes related approaches that are proposed in the liter-
ature. Section 3 describes the key ideas to understand our
contribution. Section 4 presents a qualitative evaluation of
our method, and finally, we draw conclusions and future
lines of research.

1We focus in the English language only



2. RELATED WORK
In the past, there have been great efforts in finding new

semantic similarity measures mainly due to its fundamental
importance in many fields of the modern computer science.
The detection of different formulations of the same concept
is a key method in a lot of computer-related fields. To name
only a few, we can refer to a) clustering [3], service match-
making [1], web data integration [6], or schema matching [2]
rely on a good performance when determining the meaning
of data.

If we focus on the field of semantic change, we can see
how authors define it as a change of one or more meanings
of the word in time. Developing automatic methods for i-
dentifying changes in word meaning can therefore be useful
for both theoretical linguistics and a variety of applications
which depend on lexical information. Some works have ex-
plored this path, for instance [10] investigated the significant
changes in the distribution of terms in the Google N-gram
corpus and their relationships with emotion words or [5] who
presented an approach for automatic detection of semantic
change of words based on distributional similarity models.
Our approach is different in the sense we compute semantic
similarity using a specific historical window.

3. CONTRIBUTION
Our contribution is an analysis of books published along

the history. The aim is to build novel measures which can
determine the semantic similarity of words in an automatic
way. The main reason for preferring this paradigm rather
than a traditional approach based on dictionaries is obvi-
ous; according to the book library digitized by Google2, the
number of words in the English lexicon is currently above a
million. Therefore, there are more words from the data sets
we are using than in any dictionary. For instance, the Web-
ster’s Dictionary3, lists much less than 400,000 single-word
word forms currently [8].

We have chosen ten well-known algorithms for time se-
ries comparison. This pool includes distance measures (Eu-
clidean, Chebyshev, Jaccard, and Manhattan) , similarity
measures (Cosine, Dynamic Time Warping, Roberts, and
Ruzicka), and correlation coefficients (Pearson and Spear-
man’s correlation) [4]. We provide a brief description for
each of these algorithms listed in alphabetical order below.
We consider that the pair x and y are the time series repre-
sentation for each of the words to be compared.

1. Cosine similarity is a measure between two time se-
ries which determines the cosine of the angle between
them.

sim(x, y) =

∑n
i=1 xi · yi√∑n

i=1 x
2
i

√∑n
i=1 y

2
i

(1)

2. Euclidean distance computes the euclidean distance
between each two points along the time series.

sim(x, y) =

√√√√ n∑
i=1

(xi − yi)2 (2)

2http://books.google.com/ngrams
3http://www.merriam-webster.com

3. Chebyshev distance computes the greatest difference
along any two points in the time series.

sim(x, y) = maxn
i=1 |xi − yi| (3)

4. Dynamic Time Warping uses a dynamic programming
technique to determine the best alignment that will
produce the optimal distance.

sim(x, y) =

n,m∑
i=1,k=1

|xik − yik| (4)

5. Jaccard distance measures the similarity of two sets by
comparing the size of the overlapping points against
the size of the two time series.

sim(x, y) =

∑n
i=1(xi ∧ yi)∑n
i=1(xi ∨ yi)

(5)

6. Manhattan distance computes the sum of the abso-
lute values of the differences between the correspond-
ing points from the time series.

sim(x, y) =

n∑
i=1

|xi − yi| (6)

7. Pearson Correlation determines the ratio between the
covariance and the standard deviation of two time se-
ries.

sim(x, y) =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(7)

8. Roberts similarity examines the relation between the
sum of each two corresponding points within the min
and max of them.

sim(x, y) =

∑n
i=1(xi + yi) · min{xi,yi}

max{xi,yi}∑n
i=1(xi + yi)

(8)

9. Ruzicka similarity tries to find the difference between
each of two corresponding pairs divided by the maxi-
mum for each case.

sim(x, y) =

∑n
i=1 min(xi, yi)∑n
i=1 max(xi, yi)

(9)

10. Spearman’s rank correlation is a statistical measure
that tries to find if there is a monotonic relationship
between the two time series.

sim(x, y) = 1− 6
∑

(xi − yi)
2

N(N2 − 1)
(10)

Therefore, our contribution is a framework where the prob-
lem is addressed using different perspectives: a) algorithm-
s for comparing time series similarity, b) statistical trans-
formations of time series using reduction, baseline removal,
rescaling and smoothing techniques, and c) looking for the
most appropriate time window, thus, the range of years
which helps us to perform the most accurate predictions.



3.1 Working with statistical transformations
Working with time series has a number of problems since

two similar time series can present the same pattern but d-
ifferent occurrence volumes. This can be solved by means
of normalization techniques. However, there are some algo-
rithms where normalization has not any kind of effect, for
instance when using Cosine Distance which tries to measure
the angle between the two vectors of numeric values.

3.1.1 Smoothing of the original time series
Smoothing a time series consists of creating an approxi-

mating function to capture important patterns, while leav-
ing out noise or other disturbing phenomena. Therefore,
smoothing is a widely used technique for reducing of can-
celing the effect due to random variations. This technique,
when properly applied, reveals more clearly the underlying
trend of the time series. We want to run the algorithms in
smoothed data because this kind of technique can help us to
obtain cleaner time series and, therefore, results are going
to reflect trends more clearly.

3.2 Looking for the best time window
Methods presented until now can give us some advice

about what direction should be explored. However, these
results are far from being considered optimal. One of the
main reasons is that we have only focused in a fixed time
period. In order to overcome this limitation, we have de-
signed an algorithm for trying to capture the optimal time
window for solving the Miller-Charles benchmark data set.

4. EVALUATION
We report our results using the 1-gram data set offered by

Google4. The data is in the range between 1800 and 2000.
The reason is that there are not enough books before 1800
to reliably quantify many of the queries from the data sets
we are using. On the other hand, after year 2000, quality
of the corpus is lower since it is subject to many changes.
Results are obtained according Miller-Charles data set [9].
The rationale behind this way to evaluate quality is that
the results obtained by means of artificial techniques may
be compared to human judgments.

4.1 Evaluation with classic algorithms
Table 1 shows the results over the raw data. The Eu-

clidean distance presents the best performance. However,
the scores obtained are very low. This is the reason we pro-
pose to apply some statistical transformations.

4.2 Statistical transformations over the time
series

Table 2 shows the results after normalizing the data sets
within the real interval [0, 1]. This means that all the occur-
rences of the terms along the history have to be compressed
in this real interval, where 0 means no occurrences and 1
means the maximum number of occurrences.

Noise on time series may be due to varying or bad base-
lines. The baselines in a time series can be fitted to and
removed by subtracting from each value the average mean
of the time series. Table 3 shows the results after removing
the baseline for the data sets.

4https://books.google.com/ngrams

Algorithm Score
Cosine 0.28

Chebyshev 0.23
DTW 0.21

Euclidean 0.30
Jaccard 0.09

Manhattan 0.29
Pearson 0.28
Roberts 0.10
Ruzicka 0.11

Spearman 0.08

Table 1: Results working with raw data.

Algorithm Score
Cosine 0.28

Chebyshev 0.29
DTW 0.35

Euclidean 0.32
Jaccard nosense

Manhattan 0.26
Pearson 0.28
Roberts 0.23
Ruzicka 0.24

Spearman 0.36

Table 2: Results after normalizing data sets in [0,1].

Rescaling a time series is a method which consists of di-
viding the range of the values exhibited in time series by the
standard deviation of the values. Table 4 shows the results
obtained after rescaling original data.

4.2.1 Smoothing of the time series
One of the best-known smoothing methods is the Moving

Average (MA) technique which takes a certain number of
past periods and add them together; then it divides them by
the number of periods. Table 5 shows the results when using
smoothed time series using MA for the periods 5, 10, 20 and
50 years respectively. Another popular smoothing method is
called Exponential Moving Average (EMA) technique which
applies more weight to recent data. The weighting applied
to the most recent data depends on the number of periods.
Table 6 shows the results when using smoothed time series
using EMA for the periods 5, 10, 20 and 50 years.

4.3 Best historical window
Until now, we have only focused in the fixed time period

between 1800 and 2000. In order to overcome this limitation,
we have designed an algorithm for trying to capture the opti-
mal time window for solving the Miller-Charles benchmark
data set. The algorithm we have designed is able to test
every possible configuration for the time windows (with a
minimum size of 2 years), computational algorithm used and
statistical transformation for data. This means we have au-
tomatically tested 2,412,000 different configurations (20,100
different windows over 12 different statistical transforma-
tions using 10 different algorithms). The best results we
have achieved are summarized in Table 7. We can see that
using the Pearson correlation coefficient between the years
1935 and 1942 using raw data or between 1806 and 1820
over a moving average of five years allows us to solve the



Algorithm Score
Cosine 0.26

Chebyshev 0.22
DTW 0.15

Euclidean 0.31
Jaccard 0.09

Manhattan 0.31
Pearson 0.28
Roberts 0.09
Ruzicka 0.15

Spearman 0.07

Table 3: Results after baseline removal.

Algorithm Score
Cosine 0.28

Chebyshev 0.41
DTW 0.35

Euclidean 0.30
Jaccard 0.37

Manhattan 0.22
Pearson 0.28
Roberts 0.28
Ruzicka 0.26

Spearman 0.37

Table 4: Results after rescaling data.

Miller-Charles benchmark data set [9] with a high accuracy.
This means that our hypothesis stating that an appropriate
combination of: algorithms, statistical transformation and
time windows could lead to positive results is confirmed.

5. CONCLUSIONS
We have described how we have perform a quantitative

analysis of a vast digital book collection representing a sig-
nificant sample of the history of literature to solve problems
related to the semantic similarity. In fact, we have shown
that appropriately choosing a combination of quantitative
algorithms for comparing time series representing the occur-
rence patterns, some statistical transformations on source
data which can help to reduce noise, and the election of a
correct time window can provide very accurate results when
measuring semantic similarity between single words.

Algorithm M(5) M(10) M(20) M(50)
Cosine 0.27 0.25 0.24 0.25

Chebyshev 0.27 0.27 0.25 0.22
DTW 0.22 0.24 0.24 0.25

Euclidean 0.30 0.29 0.29 0.28
Jaccard 0.20 0.21 0.19 0.31

Manhattan 0.29 0.29 0.28 0.27
Pearson 0.23 0.21 0.18 0.15
Roberts 0.10 0.10 0.10 0.11
Ruzicka 0.11 0.11 0.11 0.12

Spearman 0.08 0.08 0.08 0.09

Table 5: Results after smoothing time series using
moving averages (5, 10, 20 and 50 years).

Algorithm E(5) E(10) E(20) E(50)
Cosine 0.27 0.26 0.25 0.26

Chebyshev 0.26 0.26 0.25 0.22
DTW 0.18 0.24 0.26 0.26

Euclidean 0.30 0.29 0.29 0.29
Jaccard 0.14 0.21 0.18 0.21

Manhattan 0.29 0.29 0.28 0.27
Pearson 0.23 0.21 0.18 0.06
Roberts 0.10 0.10 0.10 0.11
Ruzicka 0.11 0.11 0.11 0.12

Spearman 0.08 0.08 0.08 0.10

Table 6: Results after smoothing data using expo-
nential moving averages (5, 10, 20 and 50 years).

Time Windows Algorithm Data Score
1935-1942 Pearson Raw Data 0.67
1806-1820 Pearson MA(50) 0.67
1940-1942 Pearson EMA(5) 0.65

Table 7: Best time windows for solving the Miller-
Charles benchmark data set using culturomics.
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